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Abstract— This paper aims to design a classifier using the K-
means clustering algorithm and the interval type-2 fuzzy neural
network (IT2FNN). Firstly, the K-means clustering algorithm
will classify the training data into k groups, according to its
characteristics. After that, the IT2FNN will train the & classifiers’
structure with these data. The testing data will be also
determined that they will belong to which classifier. With this
parallel structure, the performance of the proposed classifier is
competitive with some state-of-the-art techniques. The parameter
adaptive laws of the network are derived by using the steepest
descent gradient approach. The convergence and stability of the
proposed algorithm are guaranteed using the Lyapunov function.
The system performance is evaluated by the breast cancer
datasets of the University of California at Irvine (UCI).
Comparison with other classifiers is also conducted. The
experimental results have shown the effectiveness of the proposed
method.
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1. INTRODUCTION

The K-means classification algorithm is one of the
unsupervised learning algorithms that is used to solve the
clustering problems. It was introduced by Steinhaus in 1956 [1]
and had been modified by MacQueen in 1967 [2]. The goal of
data clustering is to divide data into groups or clusters such that
objects in the same cluster have the similar characteristics or
features. In the past years, K-means clustering has been used
widely by its advantages such as: simple in computation, easy
to understand and implements [3]. In 2016 Kumari et al.
proposed K-mean clustering for anomaly detection in network
traffic [4]. In 2017, Shanker et al. introduced K-mean
clustering and hierarchical centroid shape descriptor for
segmentation of tumor and edema [5]. However, the K-means
algorithm also has several disadvantages such as: sensitive to
noisy data and outliers, request to specify the number of the
cluster in advanced [6, 7].
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The type-2 fuzzy logic system (T2FLS) was introduced by
Zadeh in 1975 [8], which can be known as an extension of the
type-1 fuzzy logic system (TIFLS). In the past years, there
have many studies indicated that the T2FLS is better to deal
with uncertainties than T1FLS [9-11]. The interval type-2
fuzzy logic system (IT2FLS) with type-2 membership
functions (T2MFs) was proposed by Liang and Mendel in 2000
[12], which was supposed that it can reduce the computation
load in T2FLS. In recent year, the IT2FNN has been widely
applied to solve the nonlinear problems [13-17]. In 2015, Kim
and Chwa proposed the wheeled mobile robots obstacle
avoidance method using an IT2FNN [13]. In 2017, Eyoh et al.
introduced the interval type-2 intuitionistic fuzzy logic for
regression problem [17].

Nowadays, along with the rapid development of science
and technology, the computer-aided diagnosis (CAD) systems
have been widely applied to assist doctors in avoiding
misdiagnosis. In 2014, Lin et al. provided the breast nodules
computer-aided diagnostic system design using fuzzy
cerebellar model neural networks [18]. In 2015, Bhardwaj et al.
introduced the breast cancer diagnosis using genetically
optimized neural network model [19]. After that, in 2017,
Zhang et al. developed the longitudinal analysis of discussion
topics in an online breast cancer community using
convolutional neural networks [20].

In this study, we use the K-means algorithm to classify the
training data into k sets, and after that, the interval type-2 fuzzy
neural network is applied to train £ classifiers structure network
with the training data. After training process, we have k
classifiers with different parameters. Then, each testing data
sample will be determined which classifier structure it belongs
to. By using the K-means algorithm as the pre-classifier and
the parallel structure of the IT2FNN as the main-classifier, the
performance of the proposed method is superior to other
methods. Then, the proposed classifier is applied to build the
medical diagnosis system. The numerical experiments in breast
cancer datasets of the University of California at Irvine (UCI)
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are provided to illustrate the effectiveness of the proposed
approach.

II. K-MEANS INTERVAL TYPE-2 FUZZY NEURAL NETWORK

The general operating mechanism of the K-mean IT2FNN
classifier is shown in Fig. 1, where the K-mean algorithm is
the pre-classifier and the IT2FNN is the main classifier. The
training process and testing process are depicted in Fig. 1a and
Fig. 1D, respectively.

In the training process, firstly, the training data is divided
into k& groups based on its characteristics. By using the K-
means algorithm, the samples in the same group will have
more similar characteristics than the other groups.
Consequently, each group will be used to training the IT2FNN
classifier. In the testing process, in the same way, the testing
data will be classified into which classifier structure it belongs
to. Finally, the system performance measurements are applied
to calculate the accuracy, the sensitivity and the specificity of
the breast cancer datasets.
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Fig. 1. The operating mechanism of K-means type-2 fuzzy neural network
for training and testing process.

A. The K-Means Clustering Algorithm
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Fig. 2. The flowchart for the K-means clustering algorithm.
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The K-means clustering algorithm is the basic algorithm for
solve clustering problem. In which, data will be assigned to
exactly one of k clusters defined by centroids. The operation
mechanism of K-means clustering is the optimization of data
distribution by minimizing the sum of the squared distances
between the centroids and the data points. Thus, the K-means
objective function can be given by

k n
L:;Z‘

where xl*.’ is the data point position, C; is the cluster center,

(M

[

J_
X; Cj

j=1,2,...k is the number of clusters, and i =1,2,...n is the
number of data points. The flowchart of the K-means
clustering algorithm is shown in Fig. 2.

B. The Interval Type-2 Fuzzy Neural Network

The block diagram of the proposed K-mean IT2FNN
classifier system is shown in Fig. 3. The structure of an interval
type-2 fuzzy neural network as shown in Fig. 4 is described as
below.
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Fig. 3.

Classification scheme using K-means IT2FNN.
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Fig. 4. Structure of the IT2FNN.
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1) The Input Layer: It directly transfers the input variables
into the next layer.

2) The Membership Function Layer: It can be determined
based on type-2 Gaussian membership function (T2GMF)

2 2
X, —m, X, —m,
I, =exp L e and  p, =exp _Lp oy @
’ 2\ Gy = 2\ g,

3) The Firing Layer: It uses the t-norm operator. The firing
strength of the ith rule is an interval value F' :[ i r J

where

N ) ®)
j=1 J=1

4) The Weight Layer: The initial values of weights should be
given and then they will be updated by the parameter learning
algorithm. The interval vector of the weight layer is
symbolized by [W, Lv].
5) The Pre-output Layer: This layer calculates the left and
right outputs [ /A ] .

DI/ DA @)
o zo

where M is the number of fuzzy rules and the firing strength
/" and f! are chosen as

f,’={f'f =t

Soi>L

where L and R represent the left and right switch points,
respectively, which can be obtained using the Karnik-Mendel
algorithm [21].

ﬁz{f’:, i<R (5)
1, i>R

6) Output Layer: the final output is:

C. Parameter Learning Algorithm
The Lyapunov cost function is chosen as

E(k) =%e2 (k) 7
Then
E(k)y=e(k)e(k) ®)

where e(k ) is the feedback error, which can be obtained by

e(k):yd(k)_f’mmwv(k)em )
where y, (k) is desired output and P, (k) is the
estimated output of IT2FNN.

The online learning gradient descent algorithm is applied to
find the updated laws:

;I(k”)z‘A”i("“;’?»«e(")zjiﬁl ; (10)
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Based on (5),f]i and ﬂ in (10) - (14) can be f* or fi.

Appling the online parameter tuning laws in (fO)-(14), the K-
mean IT2FNN classifier is obtained and the system can
achieve the desired classification performance.

Proof of the converge:

V(k):E(k)zéez(k) (15)
Therefore,

AVK) =V (k+1)—V (k) =%[e2(k+l)—e2(k)J (16)

Apply the Taylor expansion, obtained

e(k+1)=e(k)+ Ae(k) = e(k) + { aae(k) } Aw, 17)

Y;
From (10), yield

P !
eEk):_l f, —y (18)
w2000,

Rewrite (17), using (18) and (10)
ek +1)=e(k) =y (A, el ) = e(k)[ 1-A,p° | (19)

From (19), rewrite (16)

AVt =—e®|(1-np°) 1]
= %ez (k)[(ﬁwl//2 ) - 2ﬁwwz}

1 A2 2( A 2
=—h.k —2 (20)
S (ny°-2)

4152



This result has shown that, if the learning rates are chosen as a

positive value and satisfy with 7 < 2 , then AV(k)<0,

2

therefore can obtain V(k)> 0, and then the stability of the

system is guaranteed. By the similar way, the values for
n,,.1, can be proved.

[II. EXPERIMENTAL RESULTS AND DISCUSSION

The effectiveness of the designed medical diagnosis system
is evaluated by three factors:

Accuracy(ACC)=——PH N 1000, (15)
IN+TP+FP+FN
Sensitivity(SEN ) = P 100% (16)
TP+ FN
N
Specificity(SPE) = ————x100% 7
peciieity(SPE) = ¥100%

where TP and TN are the number of true positives and the
number of true negatives, respectively. FP and FN are the
number of false positives and the number of false negatives,
respectively. True or false indicates that the prediction is
correct or not. Negative or positive indicates that the sample is
healthy or not.

In order to show the effectiveness of the K-means
FIT2FNN classifier, the Wisconsin breast cancer dataset
(WBCD) is used in this study; the data of WBCD was
collected at Wisconsin-Madison hospital and published in the
University of California at Irvine (UCI) Machine Learning
website. This dataset contains 683 sets of sample, each sample
includes 9 characteristics and 1 output target. The output has 2
status, which can be represented by the binary value with 1
corresponding to the benign cases and 0 corresponding to the
malignant cases. The detail of all characteristics attribute and
output target are shown in Table I.

Firstly, the dataset will be separated into a training set and
testing set by the ratio 70% and 30%, respectively. And then,
the training data is divided into k groups based on its
characteristics. For choosing the suitable value of %, the
experiment was conducted 5 times with k=1, 2, ..., 5. Table II
shows the experimental results of the K-mean IT2FNN
classifier applied for the breast cancer diagnosis in various
value of k. Choosing the k value for K-mean algorithm
significantly affect system performance. From Table II, it can
be seen that the proposed method can achieve the highest
performance with k = 2. Figure. 5 shows the accuracy during
the training process of K-mean IT2FNN with £ = 2. Finally, the
comparison results of the proposed method with other methods
is shown in Table 3. It shows the proposed algorithm can
achieve the best classification performance. For fair
comparison, the experiment results in Table II is the average of
10 times with random pick up data for training and testing.
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Fig. 5. The accuracy during training process of IT2FNN with K-mean
algorithm (for &k = 2).

TABLE L. WISCONSIN BREAST CANCER DATASET
No Attribute Description
1 Clump thickness Measurement of thickness of clustered mass
tissues
2 ;l;léformlty of cell Degree of consistent cell size
3 Uniformity of cell Having one form of shape
shape
4 Marginal adhesion The stable joining of parts to one another, which
may occur abnormally
5 Smglg epithelial Number of layers present in epithelium
cell size
6 Bare nuclei Having sufficient nucleus
7 Bland Chromatin Unperturbed genetic
3 Normal nuclei Normal round granular body composed of
protein and RNA in the nucleus of a cell
. The entire process of cell division of the nucleus
9 Mitoses
and the cytoplasm
TABLE 11 EXPERIMENTAL RESULTS OF THE K-MEAN IT2FNN
CLASSIFIER
i Accuracy (%) Sensitivity (%) Specificity (%)
Training Testing Training Testing Training Testing
1 100 96.15 100 96.61 100 95.40
2 100 97.66 100 98.02 100 97.08
3 100 96.78 100 97.38 100 95.82
4 100 96.88 100 97.23 100 96.30
5 100 97.02 100 96.95 100 97.15
TABLE III. THE COMPARISON RESULT OF WBC DATASET
Accuracy
Year Author Method (%)
2013 | Stocanand Stoean [22] | SV Mandevolutionary | g7 3
algorithm
2014 Zheng et al. [23] K-mean and SVM 97.38
2015 Lim and Chan [24] BK with IVFS 95.26
2016 Guan et al. [25] SVCMAC 96.50
2018 Our method K-mean IT2FNN (k= 2) 97.66

IV. CONCLUSION

In this paper, the K-mean IT2FNN classifier has been
developed and successfully applied to the breast cancer
diagnosis. The main contribution of this study is to successful
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develop a classification system, which combines the K-mean
pre-classifier and the main-classifier IT2FNN. The
experimental results show that the system performance can be
improved by using the K-mean pre-classifier. The parameters
of system can be updated using the adaptive tunning laws.
Finally, the performance of the proposed system is verified by
the comparison with other methods. Besides the application for
breast cancer diagnosis, the proposed method also can be
applied to the other classification systems.
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